Ph.D. Qualification Examination in Probabiity
January 2006

Correct and complete solutions to 5 problems guarantees a “pass.”

. If X is distributed uniformly on [0, 1], then compute E[X | G], where G is the o-algebra

generated by {X < 1/2}.

. Let {X;}5%, be a sequence of i.i.d. random variables, and define

S(r) = Z(l — )X forall 0 <7 < 1.

g1

(a) Prove that for every fixed r € (0,1), S(r) is a.s. absolutely convergent if and only
if E{log(1 + |X1})} < 0.

(b) Suppose that E[X;] = p and Var(X1) = 0® < co. Then prove that there exists a
constant ¢ such that 7S(r) — ¢ in probability, as » — 0. Compute c.

. Let {X,}22, denote a martingale such that X, € L*(P), and

3 E{(Xnt1 — Xa)?} < o0
n=—1

—..Prove that lim, .. Xy exists a.s. and in L*(P). B
. Let X1,X5,... be iid., and S, := X; + -+ X,,. Assume also that P{X; = 1} =

P{X, = —1} = 1/2, so that {S,}52, is a simple symmetric random walk. Define
T:=inf{k>1: |Sk| > 2}.

As usual, inf @ 1= co. Prove that E[T?] < oo.

. Let {X,}32, be a sequence of independent (but not identically distributed) random

variables, such that for all n > 1,

1 1 1

Prove that n~ 1237 | X; = N(0,0%), and compute o? explicitly.

. Suppose X and Y are two independent standard normal random variables.

(a) Prove that for all twice continuously differentiable functions f,g: R — R,

Cov (f(X), g(X)) :/:E [f'(X)g' (5X~}~(1 ms2)1f2Y)] ds.

(Hint: Check it first for f(z) := exp(itz) and g(z) := exp(iTz}.)
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10.

(b) Conclude the following “Poincaré inequality,” due to J. Nash (1958):

var (£(X)) < B [(£/(x)7].

Let {X;}22, denote a sequence of i.i.d. random variables with P{X; = 0} = p and
P{X; = 1} = g := 1 —p. Consider the random sequence X1 X3 --, and compute E[T],
where T denotes the first time that the pattern “001” appears in the said sequence.

Construct an example of a sequence {A,}52, such that:

(a) (i) 3, P(A,) = oo; and (ii) only finitely-many of the Ap’s occur with positive
probability.

(b) (i) 3_,P(A4n) = oo; and (ii) infinitely-many of the An’s occur with positive
probability.

Let X and Y be two standard-normal random variables.

(a) Prove that if (X,Y) is Gaussian then X and Y are independent.

(b) Construct an example wherein (X,Y) is not a (two-dimensional) Gaussian ran-
dom variable.

Let {X;}52, be iid. with the “standard Cauchy distribution.” That is, the density

function of X is
flz) = — 00 < 7 <
T ow(1+z?) o

Prove that max<i<n X;/n converges weakly. Identify the limit.




Ph.D. Qualification Examination in Probabiity
January 2005

Correct solutions to 4 problems guarantees a “pass.”

. Prove that for all submartingales { X, }2%.

nm

P {maXEXng > /\} < eréaxE{ani} A=0m=1.2,....

. Suppose Xy, X, ... are independent with distribution,

P{X, =n} = P{X, = —n""} = % n=1.2.... .

Prove that 5., Xn/n —0as if0<a< %

. Suppose X, 5 has a Gamma distribution with parameters {ex, 7). That is, the density

function of X, g is
!ij’a a—1 FN'BE

La)”
where T{a) = [y~ a® e~ da for all a > 0. Prove that (BX s~ a)/ o= N{0O1).

x >

fx) =

2

_ Let X be a mean-zero random variable with E(X?) = o < oo. Prove Cantelli’s

freegratity For-atk-x-=-t;

t? 4+ o7 a?
> Al < inf e .
PiLx= }“igftl[(t%\)?‘] 5% £ N2

Prove that this is a better bound than Chebyshev's inequality.

. IF X e L2(92, F,P), then prove that for all sub-o-algebras G of F,

Var(X) = B [Var(X | F)] + Var (E{X|F}) a.8.

. Suppose Y, X, X5, ... have the following properties:

(a) Y has the exponential distribution. That is, P{Y > th=e " fort >0
(b) Conditionally on Y, X, ..., X, are iid. exponentials with parameter Y Le., for

all £y, ... tn > O, '

P{Xy>t,....,Xn >t ¥Y) = r[t?—wi = 8*1/2?:-1“’*' 2.8,

im=1



8.

10,

Compute EY | X;,..., X,]. Use this to prove that {M, }2, is a martingale, where

n+ 1
My = n=1,2....
T+ X 4+ X T
Suppose X1, Xz,... have common mean ;i and variances o%.03,.... Prove that if

sup, o2 < o and HMji- j|eo B[X:X;] = 0, then (X + - 4 Xu)/n converges to p in
probability.

Prove that whenever X, = X apd Y, ¥ ¢ for a non-random ¢ > 0, then X,./Y,, =
¢~ 1X. Use this to prove the following: If &;,&s,... are i.id. with E[&] = p and

Var{¢;) = o then
S, — nf

= N(0,1).

where S, = & + -+ &n, and &, = Sa/n.

Suppose {X, 3, is a martingale that is bounded in LY(P); ie., sup, |Xall < 0.
Use Doob’s decomposition to prove that Xr € L'(P) for all stopping times T'.

Suppose {Xn}2%, is a sequence of random variables that has the property that
sup,, [ Xn| < 1 as. Then use Doob’s decomposition to prove that > X, converges
a.s. iff 5, E[X, | X1,..., X, 1] converges a.s.




Ph.D. Qualification Examination in Probabiity
August 2004

Correct solutions to 3 problems guarantees a “pass.”

. A sequence Xy, X»,... of random variables is said to be uniformly integrable if

lim sup E{|X.]; [Xn| >c} =0.

CH0OC n>1

Prove that X,, — X in L}(P) if and only if both of the following happen: (i) X, — X
in probability; and (ii) {X,}22, is uniformly integrable.

toe

. Construet three random variables X, Y, and Z, such that any distinct pair of them
are independent but. (X, Y, Z} are not independent.

. Suppose {X,}2; are ii.d. standard normal random variables. Prove that M, :=
(n+1)"Y2exp(S2/(2n + 2)) defines a martingale, where S, = Y"1 | X,.

. Choose and fix an integer n > 1. For all continuous functions f : [0, 1] — R define

Bt =3 (1) - 0 ), forall pef0,1]

E=0"%"7
(B, f is the Bernstein polynomial of f.] Prove that if f is increasing, then so is By, f.

. Let {X,}52, be ii.d. random variables with distribution, P{X; = 2} = P{X; =
~2} = . Define S, =3 L, X;and T = inf{n > 1: 5, € {~2,6}}. Prove that
T < o a.8., and then compute P{Sy = —2}.

. Suppose {X,}52, and {¥,}22, are random variables on the same probability space
(2, F,P). Suppose also that X, = X and Y, = Y. True or false: {X,,Y,) = (X,Y).
{If true, then prove it. If false, then construct a counter-example.]

. Let {X,,}32., be a sequence of 1.i.d. random variables with E[X;] = 0 and E[X?] = 1.
Define S, = X1 +---+ Xy for all £ > 1. Let N, be another independent random
variable with a mean-m Poisson distribution. Prove that there exist non-random «,
and O, such that (Sn,, — am )/ Bm converges weakly to a standard-normal distribution
as m -+ oo. Decribe an explicit example of o, and 3,,.

. I X >0and X € LP(P) for all p > 1, then prove that lim, . || X ||, exists.

. Consider two random variables X,Y € L?(P). Prove that if E[X|Y] = Y and
E[X2?|Y]=Y? then X =Y as.



10. Define X = 1. Then iteratively define X,, so that for all Borel sets A C R,

_ The lebesgue measure of 41 [0, X;,_4]

P (Xn c AIX@,...,Xn_l) = e : .

Prove that lim, .o 2" X, = 0 a.s. You may use—without proof-—the following ver-
sion of the Borel-Cantelli lemma [due to Paul Lévy|: If {F,}3%, is a filtration
and A,’s are events such that A, € F, and > - P(4,]|Fao1) = oo as., then
P(A,, infinitely often j = 1.




Preliminary Examination 2000: Probability

Instructions: Choose 5 of the 8 problems, and write up solutions for these five problems
only. 70 percent correct will be a passing score. This is a closed hook exam.

1. Let Xy, X5, X5, ... be independent and exponential with mean 1. Use the Borel-
Cantelli lemmas to show that imsup,, .. X»/logn =1 a.s.

9. Let X be such that E{XT] = oo and E[X7] < oo, and let Xy, X5, X5,... be
ii.d. with common distribution that of X. With S, = X; + Xz + -+ + X, show that
lim, oo Sa/n = 00 a.s.

3. Let X7, X5, Xs,... beii.d. nonnegative random variables with mean 1 and variance
1, and put S, = Xy + Xp + -+ X Show that 2(1/5, — 1/n) converges in distribution
$0 a standard normal as n — cc.

4. Let X;, X5, X3, ... beasequence of random variables, each of which has all moments
finite, and suppose that lim, ..o E{{X,}*] = k! for each & > 1. Show that X, converges
in distribution.

5. Let X7, X2, X3, ... beiid. with finite mean and variance, and put 9, = Xy +Xo +

.4+ X,. Show that S, — nf{X;] and (5, ~ nE[X;])? — nVar(X;) are martingales.

6. Let P{X =1} = P{X = -1} = 1/2, let Xy, Xq, X5, ... be i.i.d. with common
distribution that of X, and put S, = X; + X+ +X,. Define T = min{n > 0:5, = —A4
or S, = B}, where A and B are positive integers. Using the martingales of problem 5,

find P{Sy = By and BT}
= Let P be the transition matrix for a finite irreducible aperiodic Markov chain,

and assume that P is doubly stochastic {row and column sums are 1). Find the limit
limp—oc Pf for all ¢ and j, and provide justification.

8. Consider the Markov chain in the set of nonnegative integers with ifraasitions
P(n.0)=1-Pn,n+1)=p, >0foreachn = 0. (Give necessary and sufficient conditions
on the sequence {pn} for the chain to be (a) positive recurrent, (b) null recurrent, and (¢}

transient.



Preliminary Examination 1998: Probability & Statistics

Instructions: You pass this exam if all the following conditions are satisfied.
(i} You got at least 15 points from probability
(i) You got at least 15 points from statistics
(iii) You got at least 45 points total

Probability

1. Suppose {E]_,EQ,' . } is a sequence of measurable (otherwise arbitrary) events.
Suppose {F]_,Fg, .++} is another sequence of measurable events also totally independent
of all of the E;’s. Assume the following:

(a) P(Ek, infinitely often )=1
(b) there exists some p > 0, such that for all k > 1, P(F) 2 p.
Prove: P(Ej N Fy, infinitely often ) = p > 0. (10 points)

2. Let X1, Xa,... be independent identically distributed positive random variables

with EX; = p and var(X;) = o2. Let

N(t) = min{k : Z Xi>t}, 0<t<oo.
1<i<k

(a) Show that

1 L
A VO =1

almost surely. (5 points) - B
(b) Show that (N(t)—t/u)/(to?/p®) /2 goes in distribution to a standard normal random

variable. (5 points)
3. Let X, X3, ... be independent random variables with distribution functions P, F,

Fs,.... Let Y = 8up cicoo Xi-
() Show that P{Y < oo} is 0 or 1 depending on whether Yo i<icoo (1 — Fi(z)) converges

for some . (5 points)
(b) Show that if P{Y < oo} = 1, then []; ;<o Fi(%) converges for all = and it is the
distribution function of Y. -
4. Let X;, X3, X3 be i.i.d., each with an exponential distribution with mean 1. Find
the joint distribution of

—— _,_..Xl..-_
- X1+ Xn’

X; + Xa

o= N Y=X X X.
X+ X2+ Xs 3 1+Aa+ Aa

Y Y2

(7 points) In particular, are they independent? (3 points)

5. Suppose N is a positive random variable.

{(a) Show that
(BNY

EN? "’

P(N >0) >

1



(5 points)
(b) Let X1, X2, be i.id. random variables. Define Sy, = X1 + -+ + X,.. Use part (a)
to show that for any positive integer n,

Z;‘:—..l P(SJ = 0)
14 E?::i P(S,‘ = 0)) '

(5 points)

Statistics
6.Let X;,Xa,...,X, be independent identically distributed random variables with
distribution function F and density function f. We assume that the second derivative of
f is bounded. We estimate f by

fut) = 220 h“)‘?;j“(t ),

where F,, is the empirical distribution function and h, — 0 as n — oco.
() Show that Ef,(t) — f(t) as n — co. (5 points)
(b) Show that if nhn — oo, then

falt) = Efn(t)

(var(fo ()12

is asymptotically standard normal as n =+ co. (5 poiats)

7. Let Xi1,Xa,..., X denote a random sample from a Poisson distribution with

parameter ¢ > 0.
(a) Show that (—1)*! is unbiased for e~?, and use the Lehmann—Scheffé theorem to

deduce a UMVUE of e~2? based on the sample. (Hint: The conditional distribution of X;
given X; -+ -+-+ X, has a simple form.) (56 points)
(b) Argue that the UMVUE in part (a) is a consistent estimator of e~%%. (5 points)

8. Let Xi,...,Xn be a random sample from the N{(u,0?) distribution, with both p

and o? unknown.
(a) Derive the likelihood ratio test for H : 0? = 0§ against all alternatives. Here o7

is a known positive constant. (5 points)
(b) Do the same for H : 02 > 0. (5 points)
9. Let Xi,...,X» be a random sample from N(6,8) (i.e., normal with mean and

variance both equal to 8), where # > 0.
(a) Give three pivotal quantities (or pivots) involving the entire sample, which respec-
tively have a standard normal distribution, a ¢-distribution, and a chi-squared distribution,
and indicate the numbers of degrees of freedom. (5 points)
) (b) Use the normal pivotal quantity in part (a) to obtain a 100(1 — o) percent confi-

dence interval for 8. (5 points)



10. Let X;,Xa,..., X, be independent Poisson random variables with parameters
0,,03,...,0,. We wish to test Hy: 0, =0 = ... = 0, against the alternative that H, is
not true.

(a) Find the likelihood ratio test. (5 points)
(b) Show that the likelihood ratio is asymptotically normal (after centralizing and nor-
malizing) under H,. (5 points)




Preliminary Examination 1996: Probability & Statistics

Instructions: Choose 6 of the 10 problems, with at least two from probability and at
least two from statistics, and write up solutions for these six problems only. 70 percent

correct will be a passing score.

Probability

In Problems 1 and 2, S, = Xy + -+ X,.

1. Prove Cantelli’s theorem: If X1, X3, ... are independent (but not necessarily iden-
tically distributed), mean zero, random variables with sup, E[X?}] < oo, then S,/n — 0

a.5. as n — 0.

2. (a) Let X1, Xo,... be 1.i.d. Poisson random variables with mean 1, and let Z be
N(0,1). Denote @~ = —min{a,0}, and prove that

(%) EKS“\%”) ] — E[Z7].
(b) Evaluate both expectations in (*} explicitly, and, noting the telescoping sum,
deduce Stirling’s formula for nl.

3. Let (©Q,F, P) be a probability space, let G be a sub-o-field of F, and let M be the
closed subspace of L2(Q, F, P) consisting of the G-measurable functions in L%, Show that
T(X) = E[X | G] coincides with the orthogonal projection of L*(Q1,F,P) onto M.

4. Consider the Markov chain in the state space S = {...,—2,-1,0,1,2,...} with
transitions P(i,i +2) = p and P(i,7 —1) = 1 — p, where 0 < p < 1. Determine for which
p this chain is recurrent and for which p it is transient.

5. Let {B(t), t > 0} be a standard Brownian motion. Prove directly, using
2”
Vo= IB(i/2") - B((i - 1)/2"),

fz=l

that B(-,w) is of unbounded variation on [0,1] for a.e. w.



Statistics
6. Suppose X1,..., X is an i.i.d. sample from a normal population with
EX, =Var(Xy)=p>0.

(a) Compute the maximum likelihood estimator fi of p;
(b} Is fi consistent?
(¢) Is /i asymptotically normal?

7. Suppose Xi,...,X, is an ii.d. sample from a normal distribution with mean p

and variance 1.
(a) Find the UMVU estimator for u. (Prove the optimality criterion.)
(b) Put a N(#,7%) prior on g and find the minimax estimator of u.

8. Consider the linear model: Y¥; = 8+ ¢, 1 < i < n. Here, ¢’s are ii.d. N(0,0%),
and ¢ and f are unknown.

(a) Find the least squares estimator of 8;

(b) Find the UMVU estimator for B (prove the optimality);

(¢) Find the UMP test for Ho : § = By versus Hy : B = B

(d) Discuss—without proofs—how to find the UMP test for Ho : § > Bovs. Hy : B <
Bo from tests of the form in part (c) above.

9. Let Xy,...,X, be an zld sample which is uniformly chosen from the interval

| (éng)‘
(a) Prove that there are no one-dimensional {i.e., not vector-valued) sufficient statistics
for h(6y,82) where h is a one-to-one measurable function.
(b) Is there a one-dimensional (i.e., not vector-valued) sufficient statistics for g =

(8, + 62)/27

10. Let X1,...,Xn be an i.i.d. sample from a uniform (0, ) distribution, where ¢ > 0.
(a) Find the maximum likelihood estimator é for 6,
(b) Construct a 100(1 — «)% confidence interval for 8 based on 8.



Preliminary Examination
PROBABILITY £ STATISTICS

1994

You have 2 hours to complete this test.

Answer as many questions as you can. In order to insure a pass, you will need to solve

as many as five questions total, with 1 complete solution in each subject.

This is an open book examination.




PROBABILITY (QUESTIONS

. Let X1, Xs, -- be independent, identically distributed random variables, uniformly
distributed on [0, 1]. Show that

Y, =
n n3/2 !

converges in distribution to a normal random variable.

. Let (Q, A, P) be a probability space and {B(¢),0 <t < 1} be a Brownian motion on
it. Since almost all sample paths of B are continuous, f{;’ B(t)dt can be defined as a
usual Rieman integral. Compute the distribution of f; B{t)dt.

. Let {Sn, Fny, 12> 1} be a nonnegative martingale with ES,, = 1. Show that for all
A> 0,
P{S, = A, for somen > 1} <

S [ e

. Let X3, X5, -~ be independent, identically distributed random variables. Show that
the following statements are equivalent:
(a) E|Xi] <og

(b) X,/n'/" — 0, almost surely;

(c) maxi<i<n 1X1-i/'n,1/” — (), almost surely.
. Let X;, X, - be independent, identically distributed normal random variables. Find
two numerical sequences, a,, and b, such that

maxi<i<a Xi — Ay
by,

converges in distribution to a non-degenerate random variable.

. Let 0 < X,, <1 be adapted to F,. Let o, 8 > 0 with a4+ 3 = 1 and suppose

P(XTL+1 =+ ?GXR 1 fn) = X,
P( fn+].zﬁXn Efn) xi_Xn

(a) Show that P{lim,_.. X, =0 or 1} = 1.
(b) Show that if Xg =@, then P{lim,.cc Xy = 1} = 0.



STATISTICS (QUESTIONS

1. Suppose X1, -+ X,, are independent with X; ~ BiN(n;, p;).

(a) Find the UMVUE’s of p1, - pm.

(b) Suppose you know that p; = pg = «++ = Pm. Let p denote this common {but
unknown) value. Find the UMVUE of p.

(c) Find the likelihood ratio statistic, A, for Ho : p1,= - = pm versus Hy : p; # pj,
for some 7 and 3.

(d) It can be shown that 2log A is approximately the same as the usual y*° statistics.
Using this fact, find an approximate test for Hy vs H; above.

2. Consider the linear model:
Yi; = Bi + &5, 1<i<2, 1<

Suppose ¢;;'s are independent and for some (known) a; and az, €;; ~ N(0, ato?).
(a) Find the u.M.V.U.E.’s of 5 and Ja.
(b) Suppose you know that for some unknown 3, 5, = 5. Find the uM.V.U.E. of .

3. Suppose X ~ Poiss(#). Put a GAMMA(a, 3) prior on ¢ and suppose we have the

Tt Vb

4. Suppose 0 € {#, 0, } is an unknown (g and 6; are, however, known.) Put some prior,
7, on 0. We are to test Ho : 8 = 8y versus Hy : 6 = ;. Our actions are 0 (accept) and 1
(reject). Find the Bayes’ procedure for doing this test, if the loss function, #(#,a), is the

0-1 loss given by:
£0,1) =0, £(0,0) =1

£1,0) = 0, £(1,1) = 1.
Is this procedure minimax?

5. Construct a (1 — «) two-sided confidence interval for the correlation coefficient of a

hivariate normal distribution. (HINT. This is an exponential family.)



SOME DENSITIES

1 1
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1993 Prelim in Probability and Statistics

There are ten problems. Each counts 10 points. The minimun passing
score is 60 points.

1. Let X, = | and define X, inductively by declaring that X4 is uni-
formly distributed over (0, X,). Prove that n~'log X, — ¢ a.s. and

compute c.

2 Let X,.X,.... be independent Poisson random variables with £X, =
A, and let S, = X;+---+ X, Show that if ¥ A, = oo, then S./ES, —
l a.s.

Hint: Show that (™) Y,/cn — las., provided that Y, > 0 is nondecreas-
ing in n, and (*) holds for a subsequence n{k) that has corn/cnp) ~ 1.

3. Let Xy, X2,... be i.i.d. mean 0, vanance o € {0,00).

(a) Use the central limit theorem as well as Kolmogorov's 0-1 law to

conelude thar Hrsap Sy /v = oc-as:

(b} Show that S,/\/n does not converge in probability.

4. Suppose that X and Y are independent. Let f be o Borel function
on R? with E[|f(X,Y)l] < oo and let g(z) = E{f{z,Y)]. Show that
E[f(X, Y} | X] = g(X).

5 A thinker who owns r umbrellas travels back and forth between home
and office, taking along an umbrella (if there is one at hand) in rain
(probability p) but not otherwise (probability ¢ = 1 —p}. Let the state
be the number of umbrellas at hand. irrespective of whether the thinker
is at home or at work. Set up the transition matrix, and show that
the Markov chain approaches equilibrium (i.e., the ergodic theorem is
applicable). Find the steady-state probability of his getting wet. and
show that ive umbrellas will protect him at the 5% level against any
climate (any p).



6.

:~T

Let [/}, l/,.... U, be independent identically distributed random vari-
ables, uniform on (0,1}, Let U1n € [hn = .00 S [, . denote the
order statistics. Let X1, Xo,..., Xuy1 be independent identically dis-
tributed exponential random variables with £X, = 1. Define S(z) =
X+ + X

5
{a) Provethat the random vectors {{'y .. .., Una} and {?F(i)-—w B e
S(n .

have the same distribution.
{(b) Compute the asymptotic distribution of n{Uipan—Uin), 281 = o0

when i is fixed.

Let V; = ai 42, 1 <4< n. Weassume that £1,82....,5, are in-
dependent, identically distributed random variables with E¢, =0, § «
o? = var z, < o and Es} < .

(a) Find the least-squares estimator for a.

(b) Show that the estimator s asymptotically normal.

{c} Find an estimator for 0.

Let X1, X, ... ,An Bémindepeﬁ“&.eﬂi identically distributed random vari-
ables, uniformly distributed on {0, 4], 0 > 8. We want to test Hy: 0=
bq against Hq : 0 > fy.

(a) Find the uniformly most powerful test. {You must prove your
claim.}

(b) Show that the uniformly most powerful test and the likelihood
ratio test are equivalent.

(c) Compute the power function of the most powerful test.

Let X,.Xs,....X, be independent identically distributed random vari-
ables with density function f. We assume that f"is bounded. Let i be
a function satisfving [, K{u)du =1, K'(u)is bounded and K{u) = 0,
if |u| = a where a is a constant. The density f is estimated by

O S
<

1€1i<n

4]



10.

Show that f.(f) is an almost surely uniformly consistent estimator for
fonla 3], —oo <a <8<

Let X1, Xa...., X, be independent identically distributed randem vari-
ables with P{X; =1} =p, P{Xi=0}=1-p

(a) Compute the maximum likelihood estimator of ¢ = p(1 — p).

(b) Compute the bias, the variance and the mean-square error of the
estimator.

(¢} Is the estimator asymptoticaily efficient?

(d) Find the uniformly minimum variance unbiased estimator for o






