Math 6010, Fall 2004: Homework

Homework 4
#3, page 41: We have three samples, Y1,Y>, and Y;. We have three noise

terms, €1, ¢y, and €3, and we have two parameters, 1 = 6 and f; = ¢.
The linear model, then, is

1 0
Y =XB+¢e where X:(Z 1).
1 2

Note that

X'X = (8 g) sothat (X'X) " = (

In particular,

In other words,

b_ Y1 +2Yo+ Y3
=

~ =Yr42Y;

h=—272

#4, page 41: The design matrix is
2
1 x 3x7-2 1 -1 1
X=|[1 x 33-2|=(|1 0 -2
1 x3 3x§ -2 L 1

The matrix (X’'X) ! is the diagonal matrix with respective entries 3, 2, and
5. Therefore,
R 3 3 3
p=1-2 0 2|Y
5 —-10 5

Bo = 3Y1 +3Y; +3Y3,
BI = —2Y1 + 2Y3,
B2 = 5Y; —10Y; + Y.
If we knew that 8, = 0, then the design matrix is
(1 -1 rvv—1_ (3 0
x=(1 o) = axt=(5 ).

The rest is easy.

So,



#1, page 49: We can write Y; = 0 +¢; where ¢ ~ N,(0,0°1,). So this is a
linear model with design matrix, X = 1, [the n-vector of all ones]. Note
that X’X = n, so its inverse is (1/n). Therefore,

1 _
=-XY=Y.
n
Therefore, the ith coordinate of ¥ — @ is Y; — Y. Because rank(X) = p = 1,
i
1 & -
Y. (Yi-Y)%

i=1

HY—@
§* =

n-1 n-1

Theorem 3.5 does the rest.
#2, page 49: We are asked to prove the independence of the random variables
[X(B — B)||? and ||Y — XB||*>. So, we can try to prove that U = X(B — B)

andV=Y-X ,lAi are independent.
Recall that X B = P¢(x)Y. This proves that

U=PY—-0, and V=P Y,

where P and P, denote projection onto C(X) and C(X)*, respectively. This
proves that (U, V)’ is multivariate normal because

uy (P o y — 0
V) \0 P, 0/
It also proves that U and V are independent because

Cov(U,V) = Cov(PY — 6,P,Y) = PVar(Y)P, = 0°PP,.
But PP, = 0, whence the result.



