
Section 3.1 Introduction to Determinants

ELOs:

• Be able to find the determinant of a matrix recursively.

• Be able to find the determinant of a matrix using cofactor expansion.

• Be able to explain why the determinant of a triangular matrix is the product of the diagonal entries.

Introduction:

Definition 1 For n � 2, the determinant of an n ⇥ n matrix A = [aij ] is the sum of n terms of the
form ±a1jdet(A1j) with alternating signs and where the entires a11, a12, . . . , a1n are from the first row
of A. That is,

det(A) = a11det(A11)� a12det(A12) + · · ·+ (�1)1+na1ndet(A1n)

=
nX

j=1

(�1)1+ja1jdet(A1j),

where Aij is the submatrix of A obtained by deleting the ith row and jth column.

The quantity (�1)i+jdet(Aij) = Cij is called the (i, j)-cofactor of A.










































































































3 1

This entire chapter is devoted

to the study of
determinants First

we'll compute determinants
to give a

number associated w any square

matrix then we'll see what that

number can tell us

must be a square
matrix

Notation IAI delta



Example:

Theorem 1 Cofactor Expansion The determinant of an n ⇥ n matrix A can be computed by a
cofactor expansion across any row or down any column.

Cofactor expansion across the ith row is given by:

det(A) = ai1Ci1 + ai2Ci2 + · · ·+ ainCin

Cofactor expansion across the jth column is given by:

det(A) = a1jC1j + a2jC2j + · · ·+ anjCnj

Checkerboard Pattern of Alternating Signs:
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Example:

Theorem 2 If A is a triangular matrix, then det(A) is the product of the entries on the main diagonal
of A.

Why?
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Section 3.2 Properties of Determinants

ELOs:

• Be able to identify and use properties of determinants, including those related to row operations,
transposes and products.

• Understand how the value of the determinant “determines” whether or not a matrix is invertible.

Theorem 3 Determinant Properties Let A and C be n⇥ n matrices.

(a) If a multiple of one row of A is added to another row to produce a matrix B, then

det(B) =

(b) If two rows of A are interchanged to produce B, then

det(B) =

(c) If one row of A is multiplied by k to produce B, then

det(B) =

(d) The determinant of the transpose of A is,

det(AT ) =

(e) The determinant of the product AC is,

det(AC) =

Example:
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Example:

Suppose a square matrix A has been reduced to an echelon form U by row replacements and row inter-
changes. That is, REF(A)=U where U is an upper triangular matrix.

If there are r interchanges, then

detA =

Theorem 4 A square matrix A is invertible if and only if det(A) 6= 0.
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Section 3.3 Cramer’s Rule, Volume and Linear Transformations

ELOs:

• Be able to use Cramer’s Rule to solve a linear system.

• Understand the geometric interpretation of the determinant (scales area in R2 and volume in R3).

Introduction: We can solve matrix equations using the theory of determinants.

Theorem 7 Cramer’s Rule Let A be an invertible n ⇥ n matrix. For any b 2 Rn, the unique
solution x of Ax = b has entries given by

xi =
det(Ai(b))

det(A)
, i = 1, 2, . . . , n.

Ai(b) is defined as the matrix where the ith column of A is replaced by b. That is,

Ai(b) =
⇥
a1 . . . b . . . an

⇤
.

Proof:

Example: Use Cramer’s rule to solve the system

3x1 � 2x2 = 6

�5x1 + 4x2 = 8
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Application to Engineering

Example:

A Formula for A�1

Theorem 8 An Inverse Formula Let A be an invertible n⇥ n matrix. Then,

A�1 =
1

det(A)
adj(A)

where adj(A) denotes the adjugate (or classical adjoint), the n⇥ n matrix of cofactors CT = [Cji].

i Laplace Transform
tool for so r qns DES

converts system of DES into linear system
Use Cramer's Rule

to solve system t is

an unspecified parameter
Find t values

where this system
Ztx 15 2 3 has solutions

10x tx 3

Cramer's Rule gives us formula for A



why does this formula work

let A be invertible matrix
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So we build up A like this

A
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Exercise: Show that in the 2⇥ 2 case the adjugate formula for A�1 gives


a11 a12
a21 a22

��1

=
1

det(A)


a22 �a12
�a21 a11

�

Example: Let A =
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Dew.us olume

Let's first consider a 2 2 diagonal matrix
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Determinants as Area or Volume

Theorem 9 Area or Volume

If A is a 2⇥ 2 matrix, the area of the parallelogram determined by the columns of A is |det(A)|.

If A is a 3 ⇥ 3 matrix, the volume of the parallelepiped determined by the columns of A is
|det(A)|.
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Linear Transformations

Theorem 10 Expansion Factors

Let T : R2 �! R2 be the linear transformation determined by the 2 ⇥ 2 matrix A. If S is a
parallelogram in R2, then

{area of T (S)} = |det(A)| · {area of S}

Let T : R3 �! R3 be the linear transformation determined by the 3⇥3 matrix A. If S is a parallelepiped
in R3, then

{volume of T (S)} = |det(A)| · {volume of S}

Proof:

Example:

I e detCA gives us scaling factor

tot

detTIA


