
1. Definitions and Concepts
A) (10 points) Complete the following definitions by using complete sentences!

A matrix A is called symmetric if

A number � is called an eigenvalue of A if

A set of vectors {v1, . . . ,vn} is called an orthogonal set if

The function T : Rn ! Rm is a linear transformation if

If A is a matrix then NulA is
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B) (2 points) Explain why you know that the matrix

B =

2

664

1 �5 �7 16
�5 6 1 �1
�7 1 0 5
16 �1 5 2

3

775

is diagonalizable.

C) (4 points) Suppose that A is a 10⇥ 5 matrix with three pivots. Then what are:

Rank A

dim Col A

dim Nul A

dim Row A

D) (4 points) Write down matrices A and B in reduced echelon form with the following
properties:

i) The column space of A is 2 dimensional

ii) The null space of B is a 2 dimensional plane in R5.

B BT i e its symmetric
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2) Computations and Interpretations
A) (6 points) Row reduce the following matrix to reduced echelon form

A =

2

4
1 2 3 4
4 5 6 7
6 7 8 9

3

5 .

Then determine if the equation Ax =

2

4
1
2
3

3

5 has a solution.

B) (6 points) Compute a least squares solution x̂ of Ax = b for

A =

2

664

1 �2
�1 2
0 3
2 5

3

775 , b =

2

664

3
1
�4
2

3

775 .
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C) (8 points) Given that A and B are row equivalent, write down bases for Col A, Row
A, and Nul A. Please be careful and make sure your answer is a basis, not some other
description of the space.

A =

0

BB@

1 �3 4 �1 9
�2 6 �6 �1 �10
�3 9 �6 �6 �3
3 �9 4 9 0

1

CCA , B =

0

BB@

1 �3 0 5 �7
0 0 2 �3 8
0 0 0 0 5
0 0 0 0 0

1

CCA .
I
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3. Diagonalization and Similarity
A) (10 points) True of False (no explanation needed)

i) Invertible matrices are always diagonalizable.

ii) Symmetric matrices are the only matrices that can be orthogonally diagonalized.

iii) If a real matrix has a complex eigenvalue then it is not diagonalizable.

iv) If the characteristic polynomial of A is �2(�� 2) then A is not diagonalizable.

v) The matrix


0 �1
1 0

�
is diagonalizable.

False a matrix can be invertible but not
have eigenspace w dimension a

True this is an itf statement

False It depends on how many eigenvectorsthe matrix has

False A may or may not be diagonalizable
It

depends on how many eigenvectorsTrue A has

A
DACA AI dit f If 5 1 0
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3 z eigenvectors
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1122 from eigenvectors

A is diagonalizable
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B) Consider the following symmetric matrix:

A =

2

4
3 �2 4
�2 6 2
4 2 3

3

5

The eigenvalues of A are �2 and 7.

i) (4 points) To save computation, you are given that

2

4
2
1
�2

3

5 ,

2

4
1
0
1

3

5 ,

2

4
1
�2
0

3

5 ,

2

4
2
�2
1

3

5 are all

eigenvectors of A. Use this information to write down bases for the eigenspaces coming from
� = �2 and � = 7.

ii) (2 points) Using the information given and what you found from i) write down the
characteristic polynomial of A in factored form.

iii) (4 points) Write down any matrix P , and a diagonal matrix D such that A = PDP�1.
Is it possible to choose P so that P�1 = P T ? If yes, explain how you could find such a P
(but don’t do the computation)
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4. Let A =

2

4
3 2 0
2 2 1
0 1 0

3

5.

A) (4 points) Write down the corresponding quadratic form xTAx

B) (4 points) Explain why the matrix from part A is diagonalizable. Say what this means
we could do to the quadratic form to make it simpler.

C) (4 points) What is the determinant of the matrix A?

D) (4 points) Consider the map T : R3 ! R3 defined by x 7! Ax.
Is T 1-1? Why or why not?
Is T onto? Why or why not?

E) (4 points) Is the vector e3 an eigenvector of A? Why or why not?

Q ITAI 3 7 2 5 10 374 1 2 104 3 12 2 3

3 4 2 22144 2 12 2 3

it's symmetric its orthogonally diagonalizable

This means we can make a transformation

F Pyo where P is orthogonal St QCyJ yTDF
w D diagonal

matrix
detent 1 3,11

1 3 I aquas no

cross terms
I 3 0 3

detox 1 0 A exists

T representedby A is both

onto and 1 1

AE f 191

no E is not as eigenvector of A
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5.
A) (6 points) Write down a matrix A that rotates R2 through an angle of 90 degrees counter-
clockwise about the origin. Then write a matrix B that reflects R2 across the line y = �x.

B) (4 points) Is the set of all polynomials {2x2 + b |b 2 R} a subspace of P2? Why or why
not?

A is 2 2
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C) (4 points) Suppose that V is an abstract vector space with basis B = {b1,b2,b3} and T
is a linear transformation that satisfies

T (b1) = b2 + 2b3

T (b2) = �b1 + b3

T (b2 + b3) = b1 + b2 + b3

write down the matrix for T with respect to the basis B.

D) (6 points) Suppose A is a real 4⇥ 4 matrix. You know the following:

• Nul A is 2 dimensional

• A

2

664

1
2
3
4

3

775 =

2

664

1
2
3
4

3

775

• det(A� 4I) = 0.

What are the eigenvalues of A?

Is A diagonalizable? Why or why not?

If possible, write down the characteristic polynomial of A

TTtfbd TC.bg 5 15253
Is 5311 1537 5 5253

Ille call it A gEg 2bT82
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MATH 2270-001 Spring 2017 Name:

Instructor: Anna Romanova

Date: April 27, 2017

Final Exam

(200 points)

Show all of your work. You may not use a calculator.

1. Examples

Give examples of the following.

(a) (5 points) A matrix A whose nullspace is a 3-dimensional subspace of R5
.

(b) (5 points) A matrix A which defines a negative-definite quadratic form on R4
.

(c) (5 points) A matrix A such that

0

@
2

1

�3

1

A is a solution of Ax =

✓
�1

5

◆
.

A f o FamYEE 3

And Nul A CRS

Fall eigenvalues are

A
negate

da II f E's
we need Its to be in

column space of A
e f f is linear comboof ads of A
pick two cols of1 to be

wecan
choose A a

E b 83131 113 let A lost tis

g i 3a I a o f to
o 35 5 36 5 b 53 go



(d) (5 points) A matrix A such that the volume of the parallelepiped in R3
deterined

by the columns of A is 12.

(e) (5 points) A matrix A such that rankA = 2 and detA = 0.

(f) (5 points) A matrix A with a two-dimensional eigenspace.

(g) (5 points) A vector space V whose objects are functions with dimV = 5.

(h) (5 points) An orthonormal basis for R2
which is not the standard basis E =⇢✓

1

0

◆
,

✓
0

1

◆�
.

2

m
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2. Computations

(a) (10 points) Solve the linear system

x1 + 2x2 � 3x3 = �5

x1 + x2 � x3 = �1

Write your solution in parametric vector form.

(b) (10 points) Find a least squares solution x̂ of Ax = b for A =

0

@
1 0

3 1

0 1

1

A and

b =

0

@
4

1

0

1

A.

3
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(c) (10 points) The matrices A and B below are row equivalent. Use this information

to write down bases for ColA, RowA, and NulA.

A =

0

BB@

1 �3 4 �1 9

�2 6 6 �1 �10

�3 9 �6 �6 �3

3 �9 4 9 0

1

CCA B =

0

BB@

1 �2 0 5 �7

0 0 2 �3 8

0 0 0 0 5

0 0 0 0 0

1

CCA

(d) (10 points) Consider the subspace W = span

8
<

:

0

@
2

1

1

1

A ,

0

@
9

1

5

1

A

9
=

; of R3
. Compute an

orthogonal basis B = {u1,u2} of W .

4
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5. Singular Value Decomposition

Let A =

✓
1 2 �1

1 2 1

◆
. An orthogonal diagonalization of A

T
A is given by

0

@
2 4 0

4 8 0

0 0 2

1

A =

0

@
1/
p
5 0 �2/

p
5

2/
p
5 0 1/

p
5

0 1 0

1

A

0

@
10 0 0

0 2 0

0 0 0

1

A

0

@
1/
p
5 2/

p
5 0

0 0 1

�2/
p
5 1/

p
5 0

1

A .

(a) (13 points)Use the information above to compute the singular value decomposition

A = U⌃V
T
. (Hint: You can immediately write down V and ⌃ using information

given above.)

(b) (7 points) What are the singular values of A
T
=

0

@
1 1

2 2

�1 1

1

A? What does this tell

you about the rank of A
T
? (Hint: You don’t have to do any calculations to do this

problem.)
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6. Linear Transformations

(a) (8 points) Write down a matrix A that rotates R2
ninety degrees counterclockwise

about the origin. Write down a matrix B that reflects R2
across the line y = �x.

A = B =

(b) Let T : P2 ! R2
be the linear transformation defined by T (p(t)) =

✓
p(�1)

p(2)

◆
.

i. (5 points) Find the matrix M for T relative to the standard basis E = {1, t, t2}
of P2.

ii. (5 points) Compute a basis for NulM .

9
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iii. (5 points) Use your answer in part ii. to write down a basis for kerT . (Hint:

You can check your answer to this problem by applying the transformation T to

your basis.)

7. Quadratic Forms

Let A =

0

@
3 2 0

2 2 2

0 2 1

1

A.

(a) (4 points) Write down the corresponding quadratic form Q(x) = xT
Ax.

(b) (4 points) Explain why the matrix A is diagonalizable.

10
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(c) (4 points) What is the determinant of A?

(d) (4 points) Two eigenvalues of A are �1 = 5 and �2 = 2. What are the minimum

and maximum values of Q(x) subject to the constraint xTx = 1?

(e) (4 points) Consider the map T : R3 ! R3
defined by x 7! Ax. Is T one-to-one?

Why or why not? Is T onto? Why or why not?

11

A Zz Oz
0 2 I

delA 3
fz yf

2
2,2 f 312 4 za o

3C 2 4 6 4 10

see work above on last page

2 _5 22 2 23 1

mis QQ st HEIEl is 1

Max QLE Sot 115112 1 is 5

Since detA 1 0 then A exists

T is both Hand onto
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8. Invertible Matrices

(10 points) Which of the following matrices are invertible? Circle all the apply. You

do not need to justify your choice.

(a) A =

0

@
1/3 �2/3 2/3

2/3 �1/3 �2/3

2/3 2/3 1/3

1

A. (Note that the columns of A are orthonormal.)

(b) A matrix with a trivial nullspace.

(c) A matrix A with detA = 12.

(d) A 4⇥ 4 matrix with rank 2.

(e) A =

0

BB@

1 0 �1 2

0 3 1 0

0 0 5 1

0 0 0 1

1

CCA.

(f) A 3⇥ 2 matrix that represents a one-to-one linear transformation T : R2 ! R3
.

(g) The matrix (A� 2I), where 2 is an eigenvalue of the matrix A.

(h) A matrix with a 2-dimensional nullspace.

(i) An n⇥ n matrix with linearly independent columns .

(j) A 3⇥ 3 matrix A such that the equation Ax = b has at least one solution for each

b 2 R3
.

12

0
if columns are orthonormal then
columns of A ore lui indep

A 1 existsrankA Mfr Arth
deta to A exists

no columns of A are not lui indef

detA 11311514 45 10

no A I can only exist if A is square
2 2 A 2175 8 has nonzero

solution CA ZIT DNE
no the null space of invertible matrix has

to be O dimensional

no AE I would have to have
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Math 2270-005

Monday 5/1/17 Final

(c) Consider the subspace W = span

8
>>><

>>>:

0

BBB@

2

1

1

1

CCCA
,

0

BBB@

9

1

5

1

CCCA

9
>>>=

>>>;
of R3

.

• (3 points) Compute an orthogonal basis B = {u1,u2} of W .

• (3 points) Let y =

0

BBB@

�9

2

4

1

CCCA
. Find the closest point in W to y.

Final
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Math 2270-005

Monday 5/1/17 Final

5. (12 points) Fitting data with a line
Suppose you have some data with three points

0

@x1

x2

1

A =

0

@2

0

1

A ,

0

@1

1

1

A ,

0

@0

4

1

A .

(a) Use the following steps to find the line that best approximates these points.

• (4 points) Write down the three equations in two variablesm and c that would

have to be satisfied for each of these points to go through the line x2 = mx1+c.

• (4 points) Write down the matrix equation that corresponds to the linear

system from part (a).

Final
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Math 2270-005

Monday 5/1/17 Final

• (4 points) Find the equation for the line that is the closest possible line to

these three points; that is, find the least squares solution.

Final

A f
5 191

least squares Solus ATAE Atb
I satisfy

A A 71931111 153

Hat's 3 3 6 3 3
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