1. Definitions and Concepts
A) (10 points) Complete the following definitions by using complete sentences!

A matrix A is called symmetric if

A= A

A number )\ is called an eigenvalue of A if
A nxEn

A2 eR sk AR =A%

A set of vectors {vy,...,v,} is called an orthogonal set if

'\?L'r\f& =Q v L); =ly—o,n o L?‘é

The function 7 : R — R™ is a linear transformation if
%)
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If A is a matrix then Nuldis (A e )
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B) (2 points) Explain why you know that the matrix

1 -5 =7 16
-5 6 1 -1
-7 1 0 5
6 -1 5 2

is diagonalizable.

B/; BT 5 L e. \'r& Sa.'\,\/\ﬁe:“\;\‘c_

C) (4 points) Suppose that A is a 10 x 5 matrix with three pivots. Then what are:

. NS
SC::\UJ\MS) 3 @ya'\' colum

Rank A = 3
dim Col A = 3
dim Nul A = 2
dim Row 4 = 3

REF
D) (4 points) Write down matrices A and B in reduced echelon form with the following

properties
) The column space of A is 2 dimensional

© 3 S
S

ii) The null space of B is a 2 dimensional plane in R5. 2
=) L B= Sf""‘i o
- -3
Y4 Q - I o O 2 -\ l
- ® 1 © 0o | °
ov ( 3 0
VA2 Fh8 1 _ 2= +H %
- = X= 0
X ¥g =) X -3 o
Xy = "57(“\ 0 )
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2) Computations and Interpretations
A) (6 points) Row reduce the following matrix to reduced echelon form

] |

1
Then determine if the equation Ax = [2 has a solution.
3

1
A= 1|4
6

- Ot
0o o w
© I

Wy O 2 3 4 | 1_2 ER 82 ?_L;,l?, ;

2= 0 -3 -k %= ' s (o

KL..) b .f b ‘: 3 (';) o -S o _\g __3 o \ 2 3 3/5 J
,Le x 8 &
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BRI ° | 22 7
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—n - )] o -\ -2 jlga\—\m 1SN ot mbgd\/leﬁ’b*
o MatAX = NS
®© © ©
B) (6 points) Compute a least squares solution x of Ax = b for A x = { 3’1
1 =2 3
A - -1 2 b — 1
W umigne Seludmn 0 3| —al
M,S’)’S M\\”‘ sS 2 5 2
%= (ApY AL
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C) (8 points) Given that A and B are row equivalent, write down bases for Col A, Row
A, and Nul A. Please be careful and make sure your answer is a basis, not some other
description of the space.

1 -3 4 -1 9 1 =30 5 -7\,
-2 6 —6 —1 —10 00 2 -3 8 |x
A:—39—6—6—3’B:OO()05(§
3 -9 4 9 0 00 0 0 0
z \ -2 O S o
pew)e (L 2 ° 2 O
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— 403 -S
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3. Diagonalization and Similarity
A) (10 points) True of False (no explanation needed)

i) Invertible matrices are always diagonalizable. . .
Cdee (& My ca.nlu— wwrrhble  but nek
/ direnSonA c/\)

i) Symmetric matrices are the only matrices thg an be orthogonally diagonalized.
TVoa (Hrs s an T S'I?J-oncn+>

iii) If a real matrix has a complex eigenvalue then it is not diagonalizable.

False  (Tr dupeds on e mady Lganecirs

e mehix ws.)

iv) If the characteristic polynomlal of Ais A2(\ — 2) then A is not diagonalizable. L @ T4
v) The matrix [(1) _01] is diagonalizable. T‘M )= M >
>
A N - _>‘:. | =0
- - - = €| =
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B) Consider the following symmetric matrix:

3 -2 4
A=|-2 6 2
4 2 3 0 el =’
The eigenvalues of A are —2 and 7. 7:” >¢? 79 n J W S (F,J‘W

2 1 1
i) (4 points) To save computation, you are given that | 1 |, [0 -2 —2 are all’Q

-2 1 0 1 Jrﬁ-(s
elgenvectors of A. Use thls _information to write down bases for the eigenspaces coming from€¢

an -2 N =7
VIR (B T
g Yy 2 3 S5
2 -2 N i ] 2 -2 y7r27.|w
-2 . 2 O -2 . 2 );—7.1 {'\‘()
K‘f 2 3 3 l i?l L 2 3 3 A +

2 AT 7 - qu—

| I
P 2 - ) zc - S
9 bas%sﬁo(t,\=_z=3 : § sy v By 3 (l) )):é
-2

i) (2 points) Using the information given and what you found from i) write down the
characteristic polynomial of A in factored form.
dus (A2T) e (2) (A3 A some cavsiad
kel
iii) (4 points) Write down any matrix P, and a diagonal matrix D such that A = PDP~!.
Is it possible to choose P so that P~! = P?? If yes, explain how you could find such a P
(but don’t do the computation)

P—:Z-'l D=2 © ©
‘0—-2 ® F+ o

,2(0 Doq'

P sx. Pl=F bud e

3 Wt A Mese
Gl Prodss S veCkS

have do  Gror H =?,,~,.z bas- s
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4. LetA[

O N W

2 0
2 1].
1 0

A) (4 points) Write down the corresponding quadratic form x” Ax

OB FTAT = 35,420 +Ox + by +ORK3F £%2)5
= 3% 21 A+ 20K

B) (4 points) Explain why the matrix from part A is diagonalizable. Say what this means
we could do to the quadratic form to make it simpler.

/ " _Rabla.
. ’\\/? 5%«1‘“/\"&*\\3& = “f”‘*’ﬁ“"aﬂ’x s
o TS reedins e o poade o~ #w—@fma:hvm

. i . =YY
x=fg ke Pis erthrogead s Sgb»i‘w

C) (4 points) What is the determinant of the matrix A?

2.

|3 2 9|=1]3 = = hat Mo

purA)= |3 2 - l > PP et 72
°© 10 -

= - (Bfo) e =3

D) (4 points) Consider the map T : R* — R? defined by x + Ax.
Is T"1-17 Why or why not?

Is T onto? Why or why not? &L*(A) -’-l’o =) /4 -l WFS‘\"S

= T (represeded '76 A) S
E) (4 points) Is the vector es an eigenvector of A7 Why or why not?
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] ( o) |
o \ <

{ vzZ
=) no ’53 5 ot s S



-« 2X2Z
5. 2 A S
A) (6 points) Write down a matrix A that rotates R? through an angle of 90 degrees counter-

clockwise %bout the origin. Then write a matrix B that reflects R? across the line y = —x.
L z Ny =4 L
ero-&_{\-m rahiye = [tos©@  —53 6 6=1v ’>ﬂ"[o "‘j
o
S\M9 s O !

— N . " D)
\® B(o] =\ ]
|~ \ E
sbf}’)"

y B) (4 points) Is the set of all polynomia'l:}.s;{Za:2 + b |b € R} a subspace of P77 Why or why
3 not? m q)z =z axl'('CX-"d \ Q)C)d G.'RS

J/ Wis oe#? o

i Lt whye DAl Han w € Ko IE e U BT

Mrews we  Shll have 2" = OfH

Sww NeT 4 subspae oF T

> WA, € 4
() u{rZQw. Wy = 2 Eby , W

- - :-(— % H
9'“9 .[.2_)( l—b; = q%- C“’lH‘T—)
‘5 w’.[—u,)z c Z%
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C) (4 points) Suppose that V' is an abstract vector space with basis B = {by, b, bz} and T
is a linear transformation that satisfies

T(by) = by + 2by

T(by) = —b; + bs
(b2) = —by + d»*“‘f(@n(@ T, 40a ¢,

T(bs+bs) = by + by + by T
write down the matrix for T Wlth respect to the basis B. (_, —Xo 'Ho;‘" T (Qs) L. *“9\_‘-\9
Tt A TCb3> Zﬁ ’H’z
A=\ o -\ 2
| o
2 | 9

D) (6 points) Suppose A is a real 4 x 4 matrix. You know the following:
-l =
e Nul A is 2 dimensional ==)/a—v~|LA=Z ‘\3/\ DNE 2 >c O
ok,  NuA =Nud (A-oT)
S dw~( Nu-OA) =2 MednS

o det(A—41)=0. =D Ay =y
What are the eigenvalues of A7 _
)’go} >‘27' /7 >'3 =Y
Is A diagonalizable? Why or why not?

U -,
we e A w) 2-do ? "‘ fd &%A;Puw S “(d

A, W | -
>~: n/ " v & Ais <

S%h . A (w2l
If possible, write down the characteristic polynomial of A /_’-



MATH 2270-001 Spring 2017 Name:
Instructor: Anna Romanova
Date: April 27, 2017

Final Exam
(200 points)
Show all of your work. You may not use a calculator.

1. Examples

Give examples of the following.

(a) (5 points) A matrix A whose nullspace is a 3-dimensional subspace of R®.

raik)= 2
Lo (M &) =3

ond NALA c RS

U

\
(Lt
oD 9O

(b) (5 points) A matrix A which defines a negative-definite quadratic form on R%.
mMeons ol aj&'\}-fa.w -

\/legl-‘n\’t*

A= - O
-2
o 3
~
2 -1
(c) (5 points) A matrix A such that | 1 | is a solution of Ax = ( 5 >
-3

a b c 27)=\- we veed |17 4o Le -
[d_ e X ] _‘,) [S] wlm,,\iss;w <+ A
L.e. [—é} v Loven combe

Joose AL ) . Cl'ds,:of it..n_
“ =) p2 Jwo cslS _
we® F o -y a)C27] = prck o8 [
= Ls o b] —‘Sg 5| bt A et (S
= o —-I © K
= S/
=) -\ =2a=-| & a=0 =S [S O 3
? o -3b=S & =5 < b= % A=



(d) (5 points) A matrix A such that the volume of the parallelepiped in R? determed
by the columns of A is 12.

Le. |\2= IAul-A\ Wt A=[Z © o] o, ok A=A
® -2 ©
oo 3 é[' '\MA‘(‘-‘—\L
22
A.;S ,\y,/\)s.—k""

(e) (5 points) A matrix A such that rankA = 2 and detA = 0. At k=0
DA Sgae

A=) + A1 QNE

o \
2 S %
3 | Y

Q:.nea/‘ w‘xz of (X
‘WAS GD(W\ is Z_CAans A-'( DNE

(f) (5 points) A matrix A with a two-dimensional eigenspace.

&SZ(MGWA"[ i(

o I

ared\nad

e reade onsur— K [3

(g) (5 points) A vector space V' whose objects are functions with dimV" = 5.

\/ =spe- i ly %% ) x"g =7
\/ 5(’4“? lx( SLh X, e 9\’\5‘—)’45

(h) (5

ints) An orthonormal basis for R? which is not the standard basis & =

po
(1) 0)} srtrenormal Vasis

HHS@ f[%@ ¥
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2. Computations

(a) (10 points) Solve the linear system

T +2.T2 —3.233 =

1’1+l‘2—$3:

Write your solution in parametric vector form.

K :f}{iz@ -]

A2 3y [ T3
S [ 'H -l m o - z,
B %37 & %°
¥, « M ¥
X5 Free

§]___=

-5
—1

10
(b) (10 points) Find a least squares solution x of Ax = b for A = (3 1) and
01

g\
(1) é% ATAS= ATG
0
AA= ) 3> °7 o = o
“’9(‘13(? (:3
o |

S/AAY =

Dz= (A AT f-[zs —\ﬂ N ﬂu}

_A[2 3 -3

-0 __33\

|

A

[2-



(c¢) (10 points) The matrices A and B below are row equivalent. Use this information
to write down bases for ColA, RowA, and NulA.

1 -3 4 -1 9 1 -2 0 5 -7
-2 6 6 -1 -—-10 0 0 2 -3 8
A= -3 9 -6 -6 -3 B = 0O 0 0 0 5
3 -9 4 9 0 0 0 0 0 0

(_"H/L:S < Sor—e P.vc‘oLw‘—\ as C ou @45:0- “/)

&V
v

(d) (10 points) Consider the subspace W = span {

S
— =N
Ot = O
v

} of R3. Compute an

orthogonal basis B = {uy,uy} of W.

> — = L
\I,“JJl— (l
|
= eSS 2
- 5.\“ S 4 _ (¥H :
ﬁ =W, ——=="\N =| | Y-+l €
2 L \\ﬁ‘\ S \

_ v
11 - )5 ]
S|y |

D @=3 ? >[‘l\4.l”g

13



5. Singular Value Decomposition

Let A = <1 2 _11> An orthogonal diagonalization of AT A is given by

1 2
P D T
2 4 0 1/v/5 0 —2/v/5\ (10 0 0 1/v/5 2/v/5 0
A.TA:_(480>(2/\/50 1/\/5)(0 20)( 0 0 1).
00 2 0 1 0 0 00/ \-2/vV/5 1/v/5 0

(a) (13 points) Use the information above to compute the singular value decomposition
A =UXVT. (Hint: You can immediately write down V and ¥ using information
given above.)

A= 10, 2=2 =0 or ATA o
- abas of
S 6@, 6un0T, GO (gl Vv U o Hegmed

4) (& S‘ﬁu.a-ft-\)
Sz =(w o OK 2x2
p §&& O
uwtw= L
Ye © A%
SRV e o YT
# | ) a+ UV R xR
(V) ovilires

1 1
(b) (7 points) What are the singular values of AT = ( 2 2) ? What does this tell
-1 1
you about the rank of AT? (Hint: You don’t have to do any calculations to do this
problem.)

he U2V D AT=(usvT)T=vzTu"

= (Vioe © o =) T [{iloc ©
Ond Z [e f—:‘_o] z o G-Z
8 O D

-_:)o“(s\l—té) a =z &r A7 SVD.
rboas D ro-kAT) = 2
rank (A7) = & ronzs Q‘Wf}f/:fr 14



6. Linear Transformations

(a) (8 points) Write down a matrix A that rotates R? ninety degrees counterclockwise
about the origin. Write down a matrix B that reflects R? across the line y = —x.

Ms is  Semie  preblom as #S o page

(b) Let T : P, — R? be the linear transformation defined by T'(p(t)) = (p ]()_1)).

i. (5 points) Find the matrix M for T relative to the standard basis & = {1, ¢,¢*}

or P, T(puy) [P(-—( Z

M‘-‘- 1 - (]
] 2 4 DTy =
|
T (L= (-
2
1 A I
T )’[C‘D»]° [\J
ii. (5 points) Compute a basis for NulM. (»
) F1o— _ 1 i 1
9 |1 2 M —Le 3 3
=) ""ZX >_F
x\ > Ty X_I_zl .
X‘z'—’-KB )
basss v

2 Nul(m) = [.«,ZS

<



iii. (5 points) Use your answer in part ii. to write down a basis for kerT". (Hint:
You can check your answer to this problem by applying the transformation T to
your basis.)

[R5 s b L

| e ) = [-Beed :[Oj
g 1 (AT T (7

7. Quadratic Forms

Lem( )

(a) (4 points) Write down the corresponding quadratic form Q(x) = x* Ax.

N W

2
2
2

_= N O

D)= 3%, "+ Zxs + %z & g FOxK ¥ haxs

(b) (4 points) Explain why the matrix A is diagonalizable.

A S 5"3*"/"‘4’\'\:\5

2-A <%
© 2 (A

edat \ater? goppam)e bk B 2 Dj

= (sfzfgz AN )] -2 2039
= — (23 LA +B3AH=D
= _(A-SXA-DAE)
10 l

=) &“g&/tua.b&s e A=S) Ay =2y A3= T

%



(c) (4 points) What is the determinant of A? A =3 2 ©

2 2 2
o 2 |
dxpa=3 |2 2[(-2]|2 =2 = 3(2-4)-2 (=)
2 ) ° ) = 3(2)4 = -Lt4=-I>

(d) (4 points) Two eigenvalues of A are \; = 5 and Ay = 2. What are the minimum
and maximum values of Q(x) subject to the constraint x'x = 17?

(See  wovle absve on WSt P
A =S, 272, %= 2
o 0F) sk RISl is

rmax PEE) sk IRI=] s 5

(e) (4 points) Consider the map T : R® — R3 defined by x + Ax. Is T one-to-one?
Why or why not? Is T onto? Why or why not?

Sunce Auth #O,Hon A7 onists
=T s beth and onit=.
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8. Invertible Matrices

(10 points) Which of the following matrices are invertible? Circle all the apply. You
do not need to justify your choice.

1/3 —2/3 2/3
=12/3 —1/3 —2/3]. (Note that the columns of A are orthonormal.)

23 23 1/3
i Hamns ot arPaonormed e~
celimns s A ot 1‘»-\ U’\fg"-no

A matrix with a trivial nullspace. =) A,( and 5)3
=oAL (A)=n

L7 A nsn
@A matrix A with detA = 12.
ddAdo D AT oncsds

(d) A 4 x 4 matrix with rank 2. N g'g ,D( N~ L;\ ) (},\M -

V\o) Dblu-h«
O D dut A= 1GVEN) =\S FO

o OO
OO WwWwo
O Ot =

— = O N

(f) A 3 x 2 matrix that represents a one-to-one linear transformation 7" : R* — R3.

) A cean WL‘J Y- T8 A Sganar

(g) The matrix (A — 27), where 2 is an eigenvalue of the matrix A.

2a=2 =) ( —-Z‘L)x D hes V\'svx-%&/: c
(h) A matrix with a 2-dimensional nullspace. s b =) [A ‘23') ON
wo  HMa nell space of UwrerRbly  nadx bhas
W&w

, ¥ Le
(i))An n x n matrix with linearly independent columns
(j) A 3 x 3 matrix A such that the equation Ax = b has at least one solution for each

b € R, - __@ el L hawe Jo  hav-
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w,

5‘2—
2 9
(¢) Consider the subspace W = span 11,11 of R3.
1 )

¢ (3 points) Compute an orthogonal basis B = {u, ua} of W.

4
g s A .
Qosesk 32§ 55 4 6V \
L e _wede [29, 7000
- o = £
%: Z&'u\ G‘-—(’%%"“z\i'» Yl+] " 144 (

<
- -4 + '\K c [\
EINENE

Final
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5. (12 points) Fitting data with a line
Suppose you have some data with three points

o

T 2 1
) 0 1 4

(a) Use the following steps to find the line that best approximates these points.

e (4 points) Write down the three equations in two variables m and ¢ that would
have to be satisfied for each of these points to go through the line x5 = mx; +c.

2t = O

wmic = |

| =)+
® oy
@ = md)¢E C

e (4 points) Write down the matrix equation that corresponds to the linear

system from part (a).

m7 _[©
T el
L{

Final



Math 2270-005
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e (4 points) Find the equation for the line that is the closest possible line to
these three points; that is, find the least squares solution.

A
) |
A—’[? |I K;K
o )\
. ATAL=ATL
gy spoes st A
;(\S'p\,f"'\fa‘-‘?
o ( = S 3
ATA= L? " 'KF \K £3 3}
o |

A3 -3
) .,’___j’_ -3 =
AE A=) < ’ [—3 5}
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