
Foundations of Analysis II

Week 3

Domingo Toledo

University of Utah

Spring 2019

  



Recall Stone’s Theorem

Theorem

Let K be compact and let F ⇢ C(K ,R) satisfy:

I For all x , y 2 K with x 6= y and for all c1, c2 2 R there
exists f 2 F such that f (x) = c1 and f (y) = c2.

I If f , g 2 F , then max{f , g} and min{f , g} are also in F .
I Then F is uniformly dense in C(K ,R) (that is, F is

dense in C(K ,R) in the 1-norm)



Proof of Stone’s theorem

I Let f 2 C(K ,R) and let ✏ > 0 be given.

I For all x 2 K , there exists gx 2 F such that

gx(x) = f (x) and gx(z) > f (x)� ✏ for all z 2 K .





I There exist x1, . . . , xm 2 K and an open cover

{V1, . . . ,Vm} of K such that xi 2 Vi and

gxi (z) < f (z) + ✏ for all z 2 Vi .

I Let g = min{gx1
, . . . , gxm} Then g 2 F and

|f (z)� g(z)| < ✏ for all z 2 K .





Stone’-Weierstrass Theorem

Theorem

I K compact space and A = sub-algebra of C(K ,R).
I Suppose A separates points and vanishes at no

point.
I Then the uniform closure of A is all of C(K ,R)



Recall

I A separates points means: for all x , y 2 K , x 6= y ,

there exists f 2 A with f (x) 6= f (y).
I A vanishes at no point of K means: for all x 2 K

there exists f 2 A with f (x) 6= 0.

I These two conditions are equivalent to the following

condition: For all x1, x2 2 K , x1 6= x2 and for all

c1, c2 2 R there exists f 2 A with f (x1) = c1 and

f (x2) = c2.



Proof of Stone-Weierstrass

I Let B = uniform closure of A.

I f 2 B ) |f | 2 B



I f , g 2 B ) max{f , g},min{f , g} 2 B

I Apply Stone’s theorem to B.



Stone-Weierstrass for Complex Functions

Definition

A C-algebra A of complex functions on a set E is called

self-adjoint if and only if it is closed under complex

conjugation: f 2 A ) f̄ 2 A.

Theorem

I K compact space and A = self-adjoint sub-algebra of
C(K ,C).

I Suppose A separates points and vanishes at no
point.

I Then the uniform closure of A is all of C(K ,C)



Proof

I Let AR be the collection of real functions in A.

I If f = u + iv 2 A, u, v real functions on K , then

u =
f + f̄

2
and v =

f � f̄
2i

are both 2 AR

I Thus A = {u + iv : u, v 2 AR}
I Apply Stone-Weierstrass to AR





Applications

I Weierstrass theorem: Let P ⇢ C([a, b]) be the

sub-algebra of polynomials. The the uniform closure

of P is C([a, b]).



I Let Pev be the subalgebra of P consisting of

polynomials with all monomial terms of even degree.

Then the uniform closure of Pev in C([0, 1]) is all of

C([0, 1]).



I What is the uniform closure of Pev in C([�1, 1])?

I Which hypothesis of Stone-Weierstrass fails?





Trigonometric Polynomials and Fourier Series

I Let S1 =
I The unit circle |z| = 1 in C
I , {ei✓ : ✓ 2 R/2⇡Z}
I , R/2⇡Z

A compact space.

I C(S1) is the algebra of continuous functions on R
which are periodic of period 2⇡

I Let [a, b] ⇢ R be any interval of lenth 2⇡ (for example,

[0, 2⇡] or [�⇡, ⇡]). Then C(S1) is the subalgebra of

C([a, b]) of all f with f (a) = f (b).



I Let A ⇢ C(S1,C) be the subalgebra of functions

f (✓) =
NX

n=�N

cnein✓

where the cn are complex constants, N = 0, 1, 2, . . .

I The elements of A are called trigonometric
polynomials





I Check that A ⇢ C(S1,C) is a self-adjoint algebra that

separates points and does not vanish at any point.

I Stone-Weierstrass ) the uniform closure of A is

C(S1,C)

I Any continuous C-valued periodic function on R with

period 2⇡ can be uniformly approximated by

trigonometric polynomials.







Real Trigonometric Polynomials









Fourier Series

I Infinite series

f (✓) =
1X

�1
cn ein✓

I Convergence?

I Norms 1, 2,1? Which?







ON Systems

I [a, b] an interval, L2 inner product

(f , g) =
Z b

a
f (x)g(x)dx

I Makes sense on complex functions satisfying

Z b

a
|f (x)|2dx < 1

Called square-integrable functions, or functions of
class L2





I Reason: Schwarz inequality

|
Z b

a
f (x)g(x)dx |2  (

Z b

a
|f (x)|2dx)(

Z b

a
|g(x)|2dx)

I Call this space L2[a, b].
I It is a complex inner product space, just as Cn.

I Think first of Rn, length, angles, etc.



I If {�n} is an ON system in L2[a, b], and

f =
X

cn �n

recover the cn from f by

cn =

Z b

a
f (x)�n(x)dx

I cn called the Fourier coefficients of f .
I Write

f ⇠
X

cn �n





I To study convergence, first finite sums

sN = sN(f , x) =
NX

1

cn �n(x)

I Minimum property:

sN is the vector in span of �1, . . . ,�n closest to f

I Same: sN is the orthogonal projection of f on the

span of �1, . . .�n







L2 and `2




